Project Plan: Critical Server and Business Phone Systems Migration, High Availability, and Load Balancing Implementation

 1. Project Overview
- Our focus is on ensuring business continuity and restoring client trust by addressing three critical areas: Corporate Connectivity, Datacenter/Managed Services, and Enterprise PBX. In Corporate Connectivity, we're enhancing network infrastructure, including circuit reviews and switch monitoring, to prevent outages and ensure high availability (HA). For Datacenter and Managed Services, we've upgraded storage systems to dual controllers, eliminating single points of failure, and are exploring an Active-Active setup to improve redundancy. In the Enterprise PBX area, we've implemented auto-failover mechanisms to ensure continuous service during datacenter disruptions. Regular testing is planned to validate the effectiveness of these improvements.
- Timeline: 4 months
- Stakeholders:
 - Project Sponsor: [Sir Danny]
 - Project Manager: [Stacy]
 - IT Team Lead: [Sir Rain]
 - Database Administrators: [Franz]
 - Network Engineers: [Kurt, Irvin]
 - Systems Administrators: [Henry, Peter]
 - Telecom Providers: [Globe, PLDT, Dynascale, GTI, Airepring, Intelepeer]

 2. Project Phases

 Milestone 1: Planning, Monitoring Systems Setup, and Inventory (1.5 Months)
- Task 1.1: Assessment of Current Infrastructure-1 week 
  - Inventory all servers, SD-WAN, internet circuits, SIP trunk providers, and business-critical phone systems in Cebu, Irvine, and Las Vegas. (sir danny and sir Rain)
  - Evaluate the current Mitel PBX and Switchvox/Sangoma phone system setups, particularly their high-availability (HA) capabilities and limitations. (sir Rain)
  
- Task 1.1.1: Connectivity Inventory-2 week
    - Inventory all routers, internet gateways, and their associated circuits.
    - Record the circuit providers, interface details, equipment age, firmware versions, and the date of the last software update.  (Irvin) need to talk about system for keeping track as well 
  - Task 1.1.2: Antivirus and Wazuh Client Inventory (Sir peter, and Sir henry)- 3 weeks
    - Inventory all antivirus software on server machines.
    - Inventory Wazuh clients on all Windows and Linux machines.
    - Record version numbers, update status, and license information.
  - Task 1.1.3: Call Recording Systems Inventory (Rain and henry)1week
    - Inventory all systems responsible for data storage of telephone call recordings.
    - Ensure that storage systems are located close to the operation centers to optimize performance.
    - Document the storage capacity, age, and maintenance history of these systems.
  - Document all findings.
  - Task 1.1.4: Core Network Infrastructure and rConfig Integration (Sir peter, sir kurt and Irvin) 2 weeks
    - Identify core network infrastructure components that require configuration management.
    - Install and configure rConfig to monitor and manage configuration changes across the core network infrastructure.
    - Set up rConfig to provide alerts and logs for any configuration changes, ensuring full traceability and security.
  - Document all findings.
- Task 1.2: Project Kickoff
  - Organize a kickoff meeting with stakeholders.
  - Define project scope, deliverables, and timeline.
  - Assign roles and responsibilities.
- Task 1.3: Monitoring Systems Implementation (sir henry, peter)- Zabbix, VCSA 1 week (almost done)
  - Implement continuous monitoring of server resources (CPU, memory, storage) and phone systems.
  - Configure alerts for specific thresholds (e.g., CPU > 85%, memory usage > 90%, disk space < 20%).
  - Task 1.3.1: Customized MySQL Monitoring (peter) 1 week
    - Implement customized monitoring to measure transaction times for MySQL database servers.
    - Configure critical alarms and alerts to trigger if transaction times exceed predefined thresholds.
- Task 1.3.2: Call Recording Systems Monitoring (Rain, darp team, danny and henry)- need to discuss further to check recording consistency may need to include DARP team- 1 week
    - Integrate monitoring of call recording storage systems, tracking storage capacity, usage trends, and system health.
    - Ensure alerts are in place for potential storage issues or system failures.
  - Set up an auto-escalation system that triggers email alerts when issues remain unresolved for five days.
  - Ensure that emails are escalated to operation managers first, then to directors, VPs, and finally to the CEO if not addressed.
  - Validate the monitoring and alerting setup through testing to ensure functionality.
-Task 1.4: Creation of Change Management (CM) Friday this week
-Henry needs to create the Configuration Management (CM) plans for the start of server migration to the cloud.
-Tentative dates between August 30 - September 2, 2024, on a weekend to move (still ongoing)
-Task 1.5: Meeting with Hosting Provider- completed
- Henry will set up a meeting with the hosting provider to discuss the server migration and related requirements. Scheduled on 29th August. To monitor health and ios and report to them for any issues
-Task 1.6: Mikrotik Routers Procurement- completed
- Mikrotik routers have been identified, and Irvin will provide updates from sellers.
-Mikrotiks for Gensan were already ordered from the supplier
-Task 1.7: Pending Server List for Web and MySQL Cluster- henry- 2 weeks
- Henry has a pending list of servers that need to be moved to the web and MySQL cluster.
-Tentative dates between August 30 - September 2, 2024 ,on a weekend to move
-Task 1.8: Switch Fabric and RSTP Setup – completed (testing schedule needs to be done) test to be done on last Friday of each month
-Irvin confirmed that the switch fabric setup is completed.
-RSTP is enabled 

Milestone 2: Data Migration and SD-WAN/Internet Circuit Transition (1 Month)
- Task 2.1: Migration Strategy (Rain, franz, Irvin or sir kurt) 2 weeks (startergy)
  - Develop a migration strategy for transferring upgraded and clustered MySQL instances and VMs to Irvine and Las Vegas data centers.
  - Plan migration schedule to minimize downtime.
- Task 2.2: SD-WAN and Internet Circuit Transition 2weeks – kurt and irvin
  - Coordinate with SD-WAN and internet service providers to transition services to the California and Las Vegas data centers.
  - Ensure that the network configurations are aligned with the new data center locations and that redundancy is maintained.
- Task 2.3: Data and Network Transition – henry- 2 weeks
  - Transfer VMs and associated network configurations to the target data centers.
  - Verify successful migration through testing.
- Task 2.4: Server Hardware Upgrade (phase 1 : ssd arriving this week) henry 1 week
  - Upgrade the Mail2 server hardware in the Irvine data center to support increased workloads and ensure compatibility with the latest software versions.
  - Test the upgraded Mail2 server to ensure it meets performance benchmarks.

- Task 2.5: Validation MD and sir kurt (on network side)- 1 week
  - Conduct a thorough validation of all migrated systems and network configurations.
  - Ensure that all systems are fully operational and meet performance benchmarks.
-Task 2.6: Need of more bandwidth
- To negotiate for more bandwidth at the same rate with Globe and PLDT-Conclusion after meeting with PLDT awaiting, by then team will drop some IPLs on our lines as they are diversified in both carriers and cable paths from Cebu to US. 

Update: they need working permit and Irvin forwarded it to cher, to access fiber line in JY and they will examine and will let us know what needs to do an upgrade
Globe- needs to be followed up- Irvin 1 week
-Task 2.7: Starlink Review and Roadmap – completed, tested and will revisit with kurt for specifications on handle traffic, 1 week

Milestone 3: MySQL Upgrade and Clustering (1 Month)
- Task 3.1: MySQL Upgrade Path- Franz- need to organize separate meeting along with sir danny and henry timeline needs to be revised 
  - Plan the upgrade of MySQL instances in Cebu to a version that supports database clustering.
  - Test the upgrade process in a staging environment to identify potential issues.
  - Execute the MySQL upgrade on the production servers in Cebu.
- Task 3.2: MySQL Clustering Setup- completed (peter)
  - Configure MySQL clustering between the upgraded servers in Irvine and Las Vegas to ensure high availability and data redundancy.

Milestone 4: Data Encryption and Virtualization of Cebu Servers (1 Month)
- Task 4.1: Data Encryption Implementation- franz (database and colums), and sir MD-time line to revised
  - Identify and encrypt database columns containing personal identifiable information (PII) at rest, according to best practices.
  - Validate the encryption to ensure data integrity and security.
- Task 4.2: Server Virtualization- henry (in progress) 2-6 weeks
  - Virtualize the remaining non-virtualized servers in Cebu.
  - Test virtualized servers for stability and performance.
- Task 4.3: Documentation- MD 2-4 weeks
  - Document the MySQL upgrade, clustering configuration, data encryption process, and server virtualization.
- Task 4.4: Mail2
-Mail2 physical gateway was turned over to IT two weeks ago, IT has to test it with mail enable. Installed and ready for testing, need another entry for cloudflare, need to set up time window with henry, and will depend on the test outcome- 2 weeks
-Task 4.5: Mail2 Usage rain 1 week 
-Sir Rain spoke with AM's and he will be getting the mail 2 usage of their accounts.

 Milestone 5: Mitel PBX System HA Testing and Validation (0.5 Months)
- Task 5.1: Mitel PBX System HA Testing- end of September will be next testing- Rain (need to ask about next testing)
  - Configure and test the high-availability capability of the Mitel PBX system between Irvine and Las Vegas data centers.
  - Focus on safeguarding against storage issues, as these have been the cause of previous failures.
  - Conduct failover testing to ensure that the phone system can recover seamlessly in the event of a failure at one data center.
- Task 5.2: Switchvox/Sangoma System Load Balancing- right now it is active active- completed
  - Since the Switchvox/Sangoma system does not support built-in HA, manually configure load balancing by distributing licenses across the servers in Irvine and Las Vegas.
  - Evaluate whether to run everything in one data center (active-passive) or split the load (active-active) between the two data centers to achieve a hot-hot configuration.
  - Implement SIP trunk management to ensure that sufficient SIP trunks are available at each data center during a failure.
- Task 5.3: Testing and Validation- Rain same to follow up about testing (testing procedure needs to be documented and validated by non pbx team member)
  - Test the manual load balancing and failover processes for the Switchvox/Sangoma system.
  - Validate SIP trunk availability and failover procedures.

Milestone 6: Switchvox/Sangoma Load Balancing and Failover Testing (0.5 Months)
- Task 6.1: Decommissioning- cher (followup with her)
  - Securely decommission old servers and network equipment in Cebu.
  - Dispose of or repurpose hardware as needed.
- Task 6.2: Team Training- Rain ,henry and Irvin – 8 -10 weeks
  - Train IT staff on the new infrastructure, including MySQL clustering, data encryption, SD-WAN, SIP trunk management, and manual load balancing for Switchvox/Sangoma.
  - Provide training on HA management, monitoring, and auto-escalation procedures.
  - Provide specialized training on the monitoring systems for call recordings and MySQL transaction time monitoring.

 Milestone 7: High Availability and Disaster Recovery Planning (0.5 Months)
- Task 7.1: HA Design- donot have floating ip address from vendor- we already have HA architecture in place running- (not possible)
  - Design an HA architecture using VMware vSphere HA and stretched clusters.
  - Ensure network redundancy between California and Las Vegas.
- Task 7.2: Implementation
  - Implement HA setup across the two data centers.- completed
  - Configure VMware vSphere HA clusters (not possible )and MySQL clustering.- completed
- Task 7.3: Backup Implementation- completed, we already have it Irvin and also in cebu, henry sir  and sir danny will help in creating sop, 6-8 weeks
  - Implement a backup solution for all critical VMs, MySQL databases, and call recording storage systems.
  - Ensure backups are stored both on-site and off-site.
- backup implementation with generate testing report
- Task 7.4: Disaster Recovery Plan- sir MD, henry 2-4 weeks
  - Develop and document a disaster recovery plan.
  - Conduct DR drills to ensure readiness.
- Task 7.5: Cloudflare Comparison for Load Balancing and Failover- sir danny will revise this -2 weeks
-Danny and Rain will compare Cloudflare options before upgrading the account for load balancing and failover.
Responsible: Danny, Rain
-what we need with Cloudflare on the Load Balancing Side- pending response from team


Milestone 8: Project Closure (0.5 Months)
- Task 8.1: Final Review
  - Conduct a final review with all stakeholders.
  - Ensure all project deliverables are met.
- Task 8.2: Documentation Handover
  - Compile all project documentation.
  - Handover to operations team for ongoing management.
- Task 8.3: Post-Implementation Support
  - Provide a short-term support plan for any issues that arise post-implementation.

3. Project Milestones
- M1: Completion of Planning, Monitoring Systems Setup, and Inventory
- M2: Data and SD-WAN/Internet Circuit Transition Completion
- M3: MySQL Upgrade and Clustering
- M4: Data Encryption and Virtualization of Cebu Servers
- M5: Mitel PBX System HA Testing and Validation
- M6: Switchvox/Sangoma Load Balancing and Failover Testing
- M7: High Availability and Disaster Recovery Plan Finalized
- M8: Project Closure
