---- INITIAL TICKET OPENING ----

NON-ISP RELATED
--Gateway Alert--
*Subject Template: Property Name | Offline Server | Ticket Number
*Body Template:
Issue Reported: The Gateway at (Site Name) – is offline.
Equipment Location:  The Gateway is located in the (insert Gateway location from SNAPx).
Outage Impact: Due to the Gateway being offline, guests will be unable to connect to the internet.
Troubleshooting Step Performed:
Opened a ticket for further investigation, Severity set to High.
Current Status Update: The Gateway is offline.
Next Steps:
· Will run remote tests for 2 minutes. 
· Result: 100% packet loss
· Will attempt to remotely power cycle the Gateway.
· Contact the property to confirm power to the equipment
· Check the physical status of the Gateway.
· Attempt physical reboot/power cycle and trace cable uplinks.
· Assign T3 for remote troubleshooting
Another update will be sent in 2 hours (Omni) ; 3 hours (all other Brands).
====================================

--Firewall Alert--
*Subject Template: Property Name | Offline Firewall | Ticket Number
*Body Template:
Issue Reported: The Firewall at (Site Name) – is offline.
Equipment Location:  The Firewall is located in the (insert Firewall location from SNAPx).
Outage Impact: Due to the Firewall being offline, guests will be unable to connect to the internet.
Troubleshooting Steps Performed:
Opened a ticket for further investigation, Severity set to High.

Current Status Update: The Firewall is offline.
Next Steps:

· Will run remote tests for 2 minutes. 
· Will attempt to remotely power cycle the Firewall.
· Contact the property to confirm power to the equipment
· Check the physical status of the Firewall.
· Attempt physical reboot/power cycle and trace cable uplinks.
· Assign T3 for remote troubleshooting
* Another update will be sent in 2 hours (Omni) ; 3 hours (all other Brands).
====================================

--Wireless Controller Alert--
*Subject Template: Property Name | Offline Wireless Controller | Ticket Number
*Body Template:
Ticket number: 

Issue Reported: The Wireless Controller at (Site Name) – is offline.
Equipment Location: Wireless Controller is located in the (insert WLC location from SNAPx) 

Outage Impact: Due to the Wireless Controller being offline, guests near the location, may experience limited or no connectivity.

Troubleshooting Steps Performed:

Opened a ticket for further investigation, Severity set to High.

Current Status Update:  Wireless Controller is offline.
Next Steps:

· Will make an attempt to power cycle the Access Point Controller via switch POE port.

· Will keep the access point Controller offline for 5 minutes and power cycle. 

· Contact Site for assistance in physically rebooting the access point. 

· Once the physical reboot is completed and the access point Controller is still down, NOC will set all access points to Stand-alone mode.

· Assign T3 for remote troubleshooting.

Another update will be sent in 2 hours (Omni) ; 3 hours (all other Brands).
====================================
--Switch Alert--
*Subject Template: Property Name | Offline Switch/es | Ticket Number
*Body Template:
Ticket number: 

Issue Reported: Switch/es in (Site Name)– is/are offline. 

Equipment Location: The Switch/es is/are located in the (insert Switch/es location from SNAPx).
Outage Impact: Due to the Switch/es being offline, guests near in the said area may experience limited or no connectivity.

Troubleshooting Steps Performed:
· Opened a ticket for further investigation, Severity set to High.

Current Status Update: Switch/es is/are offline
Next Steps:
· Contact the site to confirm the power of the equipment. 

· Attempt physical reboot/power cycle and trace cable uplinks.

· Once the physical reboot is completed, and the Switch remains offline, we will attempt to move the switch uplink cable to another port.

· Assign T3 for remote troubleshooting.  

Another update will be sent in 2 hours (Omni) ; 3 hours (all other Brands).
====================================

--Virtual Controller AP Alert--
*Subject Template: Property Name | Offline AP/s | Ticket Number
*Body Template:
Ticket number: 
Issue Reported: The AP/s in (Site Name) – is/are Offline
Equipment Location: AP/s is/are located in the (insert AP location from SNAPx)
Outage Impact: Due to the AP/s being offline, guests near in the said area may experience limited or no connectivity.
Troubleshooting Steps Performed:
· Opened a ticket for further investigation, Severity set to High.

Current Status Update: AP/s is/are still offline

Next Steps:
· Attempted to remotely power down access point via switch POE port.

· Kept the AP R700 offline for 10 minutes and cycled power back however the access points remained offline. 

· Contact Site for assistance in physically rebooting the access point. 

· Once the physical reboot is completed and the access point/s is/are still down, we will need to test the offline access point directly to the Switch. 
· Assign T3 for remote troubleshooting. 

Another update will be sent in 2 hours (Omni) ; 3 hours (all other Brands).
EMAIL OUTAGE NOTIFICATION TEMPLATE
(OFFLINE ISP)
A. OFFLINE ISP
Non-HILTON Subject: <SiteNameONLY> | Possible Offline ISP | <Case umber>
HILTON Subject: <Site Name & INN Code> | Possible Offline ISP | <Case Number>
--
Ticket number:  

Date/Time of Event: 

Issue Reported: The ISP (ISP name) circuit in (Site Name) - is being reported as Offline.

Equipment Location: The ISP ______ circuit is located in the (Floor #, IDF/MDF, Room Number)

Outage Impact: Due to the ISP ______ circuit being Offline, Guests/Staff are unable to connect to the internet.

Troubleshooting Steps Performed:
· Opened a ticket for further investigation, Severity set to Critical. 

Current Status Update: The internet service provider’s modem/gateway is offline. 

Next Steps: 
· Will continuously run a remote test on both the internet service provider’s router and the Nomadix/Mikrotik/Meraki IP Address (for 3 minutes)

· Result = 100% packet loss

· Contact ISP _____ for possible outages in the area. 

· Contact property to confirm power to the equipment.

· Attempt physical reboot/power cycle and trace cable uplinks.

· Assign T3 for remote troubleshooting.

Another update will be sent in 2 hours (Omni) ; 3 hours (all other Brands).
B. OFFLINE ISP- ENTERPRISE
Ticket number:  

Date/Time of Event: 

Issue Reported: The ISP (ISP name) circuit in (Site Name) – has been reported offline.

Equipment Location: The ISP ______ circuit is located in the MDF.

Outage Impact: Due to the ISP ______ circuit being Offline, tenants are unable to connect to the internet.

Troubleshooting Steps Performed:
Opened a ticket for further investigation, Severity set to Critical. 

Current Status Update: The internet service provider’s modem/gateway is possibly Offline. 

Next Steps: 

· Will Continuously run a remote test on both the internet service provider’s router and the Nomadix/Mikrotik/Meraki IP Address (for 3 minutes)

· Result = 100% packet loss

· Contact ISP _____ for possible outages in the area. 

· Contact property to confirm power to the equipment.

· Attempt physical reboot/power cycle and trace cable uplinks.

· Assign T3 for remote troubleshooting.

Another update will be sent in 2 hours (Omni) ; 3 hours (all other Brands).
ESM MAILBOX

SAMPLE SCENARIOS:
1st – outage notification – SENT 10am – ESM 
=============

2nd – (within 2 hours – NONE) – SENT BY SYSTEM 12pm
3rd – (within 2 hours – YES) – agent sent email 1pm
4th - (within 2 hours – NONE) – SENT BY SYSTEM 3pm

5th - (within 2 hours – YES) – agent sent email 4:30pm

Ticket closure template
Template for no updates after 2/3 hours 

-- Equipment Alert (edit equipment) —
*Subject Template: Property Name | Server | Ticket Number
*Body Template:
Issue Reported: The Gateway in (Site Name) – has been triggering alerts that could indicate that the _________ equipment is offline. 
Equipment Location:  The Gateway is located in the (insert Gateway location from SNAPx).
Outage Impact: Due to the Gateway being possibly offline, guests will be unable to connect to the internet.
Troubleshooting Step Performed:
Opened a ticket for further investigation, Severity set to High.

Current Status Update: The Gateway is possibly offline.
Next Steps:

· Will run remote tests for 2 minutes. 
· Result: 100% packet loss
· Will attempt to remotely power cycle the Gateway.
· Contact the property to confirm power to the equipment
· Check the physical status of the Gateway.
· Attempt physical reboot/power cycle and trace cable uplinks.
· Assign T3 for remote troubleshooting
Another update will be sent in 2 hours (Omni) ; 3 hours (all other Brands).
